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 A pixel-based range telescope is a good candidate for proton computed tomography 

 The detector design must be optimized for proton track reconstruction 

 A design with 3.5 mm Al absorbers between the sensor layers is recommended 

 Simulations show that particle rates of above ten million protons per second is possible 

*Highlights (for review)
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Abstract

Purpose: A pixel-based range telescope for tracking particles during proton imaging is currently under
development. The detector applies layers of laterally stacked Monolithic Active Pixel Sensors with fast
readout speeds. This study evaluates design alternatives on basis of the protons’ range accuracy and the
track reconstruction efficiency.
Method: Detector designs with different thicknesses of the energy-absorbing plates between each sensor
layer are simulated using the GATE / Geant4 Monte Carlo software. The incoming proton tracks are
individually reconstructed, and a Bragg curve fitting procedure is applied for the calculation of each
proton’s range.
Results: Simulations show that the setups with 4 mm and thinner absorber layers of aluminum have a
low range uncertainty compared to the physical range straggling, systematic errors below 0.3 mm water
equivalent thickness and would be able to track more than ten million protons per second.
Conclusions: In order to both restrict the total number of layers and yield the required tracking and range
resolution properties, a design recommendation is reached where the proposed range telescope applies
3.5 mm thick aluminum absorber slabs between each sensor layer.

Keywords: Proton Computed Tomography, Detector Optimization, Monte Carlo Simulation, Track
Reconstruction

1. INTRODUCTION

Proton Computed Tomography (proton CT) is an imaging modality enabling the measurement of the
proton stopping power in the patient: prior to treatment planning and treatment in proton therapy [1],
with the target of increasing the accuracy of the proton range estimation compared to conversion from
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the X-ray mass attenuation [2]. Several design approaches for proton CT have been proposed. Usually,
tracker planes in front of and behind the patient measure each proton’s position and direction so that its
path through the patient can be estimated [3, 4]. The residual range or energy of each proton is then
measured using range telescopes or scintillator calorimeters. Position-sensitive range telescopes have
been proposed in Pettersen et al. [5] with pixel detectors and in Esposito et al. [6] with silicon strip
detectors: these systems are able to measure a high number of protons in a single readout cycle, thereby
increasing the proton intensity capacity.

The aim for this study is to optimize the various properties of the design of a pixel-based range tele-
scope for proton CT. The simultaneous optimization of the following metrics is performed: accuracy and
precision of the range determination; high track reconstruction efficiency, i.e. the ability to disentangle
and reconstruct all incident protons in a single readout frame; and other constraints such as cost (the
number of layers), cooling and mechanical stability. We apply the experience from a proof-of-concept
detector [5] in order to propose a design for the next prototype.

The range accuracy will have impact on the degree to which the proton stopping power map of the
patient’s body can be correctly calculated. A low range uncertainty and an efficient track reconstruction
enables that fewer protons are needed during the scan, i.e. a lower dose to the patient and a shorter scan
time and a higher signal to noise ratio.

The design optimization is here performed through the determination of an optimized thickness of
the energy absorber material between the sensor layers, as well as the choice of the absorber material.
Several different values for the thicknesses are evaluated by means of Monte Carlo (MC) simulations,
using the GATE 7.2 / Geant4 9.6.4 software [7, 8].

1.1. The ALPIDE Pixel Chip
The sensor chip for the range telescope is the ALice PIxel DEtector (ALPIDE) chip [9], which is

a Monolithic Active Pixel Sensor (MAPS) with 1-bit digital ”hit-or-no-hit” readout based on a pre-set
threshold. The planned upgrade of the ALICE Inner Tracking System (ITS) is based on the ALPIDE chip,
which has been developed for that specific purpose [10]. Each chip has an active area of approximately
3 × 1.5 cm2: from a 1024 × 512 pixel array of 28 × 28 µm2 pixels. The chip has a fast programmable
integration time of ∼5–10 µs, with a readout chain capable of handling a continuous readout at that rate:
it is achieved by the reduction of data, through the regional pixel readout via a priority encoder, a multi-
event memory and a zero-suppression technique where only activated pixels send a signal. More details
on the integration of the ALPIDE chips into the proton CT system can be found in Grøttvik [11].

Since the ALPIDE chips have a 1-bit digital readout per pixel, it is not possible to directly measure
the energy deposited in each pixel. However, Maczewski [12] and Pettersen [13] propose models for
determining the energy deposited by means of counting the number of activated pixels in the area sur-
rounding a proton track. These models, when adapted to the ALPIDE chips, are expected to aid in the
reconstruction of proton tracks and the filtering of secondary particles (if the energy deposition signatures
of the particles are sufficiently separated for cluster size discrimination). For the sake of simplicity, and
due to that ALPIDE’s energy deposition–cluster size relationship is not sufficiently explored in the con-
text of <250 MeV protons, in this study we directly apply the deposited energy as read out from the MC
software for the purposes of track reconstruction.

2. DETECTOR DESIGN GUIDELINES

The proton CT system is to be built by stacking 25–70 large-area arrays of pixel sensor layers longi-
tudinally, the sensor layers being interleaved with energy-absorbing layers. Several geometrical configu-
rations are needed in order to compare and evaluate the desired detector metrics. It is possible to define
a large number of potential designs for the detector, and therefore some constraints must be put on the
degrees of freedom in this work. A baseline design based on the original prototype from Pettersen et al.
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Figure 1: The design to be optimized: Different thicknesses (2–6 mm) for the energy absorbers are considered, and evaluated
through the MC simulations. To fully slow down and stop a 230 MeV proton, 25–70 layers are needed. Only the “active” sensor
volumes are used as sensitive volumes in the MC simulations [13].

[5] is shown in Figure 1. While the geometry of the sensor chips and electronic components are unaltered,
the energy absorbers between the sensor layers are chosen to be between 2 mm and 6 mm aluminum. The
material choice is discussed in the following.

In order to achieve a high accuracy in the measurement of the initial proton vectors, the two first
sensor-absorber layers should contain as little mass as possible [14]. To this end, the first absorber layer
is removed and to be replaced with a low-mass stabilizer.

Details such as chip bonding, aspects related to the mechanical structure, heat sink design and the
readout electronics are out of scope of this work and, also, not yet finally decided upon. As a result of
this, the exact results of the simulations will not reflect the detailed final prototype. Several simplifica-
tions are made during the geometrical designs for the MC simulations, such as using homogeneous slabs
of materials rather than implementing accurate designs with details such as the ALPIDE chips bonded to
the PCB, glued to a backing together with absorbers and heat sinks, all mounted to a scaffolding. Nev-
ertheless, the longitudinal distribution of materials will be modeled and included to the level of available
knowledge.

2.1. The Absorber Material

Different materials are available as the absorber material. Material properties such as proton stopping-
and scattering power, durability, ease of machining and mounting, thermal conductivity, thermal expan-
sion of the absorber material and secondary neutron production must be considered, as well as the in-
terface between the absorber and the aluminum carrier board for the sensor chips (e.g. having similar
thermal expansion coefficients). See Table 1 for a list of different properties: the water equivalent thick-
ness (WET) is found by finding the thickness which yields the same stopping power as 4 mm water. The
angular dispersion in a thin layer due to MCS can be calculated using the Rossi-Greisen equation [15]:

σMCS =
21.1
√

2

1
βp

√
x

X0
' 0.1

√
x

X0
, (1)

where βp are the kinematic variables for momentum and velocity, X0 is the radiation length and x is the
layer thickness and the last approximation holds for the energies of interest [16]. The scattering angle is
calculated using Equation (1) for a therapeutic proton through a 4 mm WET slab. The neutron yield is the
number of neutrons produced per incoming proton (150 MeV beam in a slab of 4 mm WET, found in the
GATE simulations by using the QGSP BIC HP physics builder list and 105 primaries).

3
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Material PMMA Carbon Fiber Aluminum Copper Tungsten
4 mm WET [mm] 3.46 2.24 1.9 0.66 0.4
4 mm WET scattering angle [mrad] 9.0 10.9 14.6 21.4 33.8
4 mm WET neutron yield [10−4] 69.2 71.9 80.9 74.1 26.9
Thermal conductivity [W/mK] 0.25 800 205 401 174
Thermal expansion [10−6 K−1] 70 2–4 21–24 16 4.5

Table 1: Properties of the potential absorber materials [19, 20, 21, 13, 22]. The scattering angle is calculated using Equation (1).

Phantom 
Proton 

beam line 

Sensor layers + energy absorbers 

with variable thickness 

Water phantom to modulate 

protons to lower energies 

Figure 2: Schematic setup of the range calculation geometry. In order to obtain proton beams of different energy spectra from a
250 MeV beam, the thickness of the energy degrading water phantom is modulated from 0 cm to the maximum range of a 250 MeV
beam, which corresponds to a water phantom length of approximately 38 cm [13].

Based on these, and in particular that the flexible PCB cables connected to the ALPIDE sensors are
mounted to an aluminum backing, and when considering the ease of machining, the material of choice
for the absorber is aluminum.

In terms of the stabilization of the first tracker layers, carbon fiber seems like a natural choice due to
its thermal properties and low mass. Carbon fiber stabilization is also being explored in the context of
the ALPIDE sensors in the ALICE-ITS upgrade [10, 17] for the ALICE experiment at the CERN LHC
[18]. In Section 6.4 the effect on the proton trajectory estimation error of the scattering in the first layer
material is calculated.

3. MONTE CARLO SIMULATIONS

To perform the data analysis to the level required to calculate the desired performance metrics, the
MC simulations must contain the following: a proton beam with realistic spatial and (adjustable) spectral
characteristics, and a sufficiently accurate geometrical implementation of a stack of the ALPIDE chips
fixed to absorber layers of adjustable thicknesses.

A water phantom of variable thickness is used to slow down a 250 MeV proton beam, in order to
represent realistic energy spectra with residual proton ranges that span the complete detector in depth.
The water phantom thicknesses vary from zero to the maximum water equivalent range of the beam,
approximately 38 cm, in steps of 1 mm to characterize the linearity of the range determination accuracy.
The setup is shown in Figure 2. The stochastic energy loss throughout the phantom ensures that the
resulting energy and spatial distribution of the proton beam incident on the detector is sufficiently realistic.
The beam is generated as a pencil beam with a spot size of 3 mm placed 10 cm in front of the energy
degrading water phantom. Its divergence is 2 mrad, and the emittance is 15 mm mrad.

The simulations have been performed using GATE 7.2 [7] together with Geant4 9.6.4 [8]. The physics
builder list QGSP BIC EMY is used as suggested by Grevillot et al. [23], adjusted with a mean ionization
potential for water of 75 eV in order to apply the PSTAR database [24] to calculate and compare the
energy loss of the protons through the energy modulating water phantom.

The simulations have been carried out using 105 primary protons for each water phantom thickness,
for each of the aluminum absorber thickness designs. This number represents a balance between the

4
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total CPU requirements (5 geometries × 360 energies × 105 primaries) and the statistical quality of the
distributions to be fitted (see Figure 4).

3.1. Proton Range from “MC Truth”
In the ”MC truth” simulations, the complete detector geometry (including the aluminum absorbers)

is setup as sensitive volumes, this to achieve a high accuracy of the residual proton ranges. In this
case, for computational requirements, the number of primaries was reduced to 15 000 per 1 mm step size
of the water phantom degrader thickness, per absorber thickness. A look-up-table containing phantom
thicknesses, proton energies incident on the detector and residual ranges is created, to be retrieved using
a cubic spline interpolation. This approach has been shown to yield high range accuracy [25]. This
procedure is repeated for all design variants and water phantom thicknesses.

4. TRACK RECONSTRUCTION

One of the strengths of the pixel-based detector design is the ability to disentangle and reconstruct
a large number of concurrent traversing proton tracks. To this end, a track reconstruction method has
been developed, detailed in Pettersen et al. [26]. As an improvement to that algorithm, here we start the
reconstruction process by choosing seeds from the distal end of the detector, such that the depths of both
the starting and stopping position of each proton are known prior to reconstruction: this is, respectively,
the first sensor layer and the distal sensor layer where the seed is located.

To summarize the tracking algorithm described in Pettersen et al. [26], a seed is chosen from the last
traversed detector layer. Track candidates are grown towards the detector front face, each track segment
chosen to minimize the distance between the extrapolated position and actual position of the candidate hit
in the next layer. A track weight S n =

√∑n
layer(∆θlayer)2 is calculated, based on the accumulated angular

change throughout the track, up to layer n. If S n > S max the track (segment) is discarded. If several track
segment candidates are available, the best two are kept if they are sufficiently similar.1 The actual value
of S max is chosen based on the expected scattering in the detector and on the track density (high track
densities require a smaller S max in order to avoid confusion). The procedure to find the optimal S max
value is based on a parameter scan of different S max values applied on the track reconstruction of pencil
beams—in Pettersen et al. [26] values of 150–300 mrad are identified, depending on the particle density.

After the reconstruction process, a few filters on the resulting tracks are applied. To remove tracks
from non-multiple Coulomb scattering processes in the phantom, 3σ filters on the incoming angles and
residual ranges are used [1]. In addition, a filter is put on the deposited energy in the last traversed layer
in order to remove tracks undergoing inelastic collisions in the detector, and tracks that are incompletely
reconstructed [13].

4.1. The Correctly Reconstructed Track
In order to benchmark the precision and efficiency of the track reconstruction algorithm, a definition

of a correctly reconstructed track must be made: the first and last entry in a track must originate from
the same proton history (identified by the eventID tag in GATE) and the last traversed (stopping) layer
must be included in the reconstructed track. By following this definition, tracks have the correct incoming
vector and the correct residual range, which are the required values for volumetric reconstruction of the
stopping power map for proton CT purposes.

The efficiency of the track reconstruction is defined to be the ratio of correctly reconstructed tracks to
the total number of tracks surviving the applied data filters.

1Both are kept if the next-to-best candidate’s S n value is at most 15% higher. Otherwise, only the best is kept. This procedure
has been implemented in order to avoid an exploding number of track candidate splittings (one per layer).

5
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2 mm Al 4 mm Al 6 mm Al

Figure 3: The deposited energies of individual proton tracks (in three different geometries), overlaid with a Bragg curve fit. The
displayed “±” accuracy is the output from the least-squares method applied on an individual proton, and it is not representative for
a proton beam of that energy. MC data taken with a 250 MeV beam degraded using a 10 cm water phantom. Some of the hits have
a significantly higher deposited energy—these values can be explained by the Landau distributed energy loss process [13].

2 mm Al 4 mm Al 6 mm Al

Figure 4: Distribution of the individual estimated ranges. From this distribution the residual range 〈R̂〉 and range straggling 〈σ̂R〉

of a proton beam is calculated, shown in the text box as “〈R̂〉 ± 〈σ̂R〉”. The characteristic pattern of the distribution, with regular
sudden rises, can be seen in the figure. Each rise in the distribution is in coincidence with the beam reaching a new sensor layer.
MC data taken with a 250 MeV monoenergetic proton beam degraded using a 10 cm water phantom [13].
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5. RANGE CALCULATION

In order to obtain the best possible estimate of the performance of the different designs, the different
parts of the analysis are treated separately: The track reconstruction step is omitted during the evaluation
of the residual range calculation, where the tracks are obtained directly from the “MC truth” using the
primary proton identification ID from GATE.

Using a perfect track reconstruction, the Bragg curve fitting methodology as described in Pettersen et
al. [5] and below is applied to find the reconstructed range R̂ of a single proton. The mean range 〈R̂〉 and
the corresponding mean range uncertainty 〈σ̂R〉 are found for each beam energy using Equation (3). It
is also of interest to find any fluctuation of the range accuracy relative to the proton range relative to the
sensor layer depth.

5.1. Range Calculation

While direct measurement of the energy loss is not possible using the proposed digital sensor read-
out (hit or no hit), it is possible to estimate the energy loss by counting the number of connected hits
originating from the proton path, as described in detail in Pettersen et al. [5].

The pristine Bragg curve of a single proton’s energy loss can be characterized using the ”MC truth”
range R and depth z together with the differentiated Bragg-Kleeman equation of Bortfeld [27]:

−
dE
dz

=
pα1/p

(R − z)1/p−1 , (2)

where p and α are model parameters fitted to the ”MC truth” range-energy data. For the 4 mm aluminum
absorber geometry, the parameters are α = 0.0211, p = 1.639. This model was shown to yield a high
accuracy in Pettersen et al. [25].

Least-squares fits of the reconstructed track’s energy loss in each sensor layer to Equation (2) is
performed to obtain R̂. Examples from different geometries are shown in Figure 3. Note that the R̂ values
found using thinner absorber designs yields a higher range determination accuracy of individual proton
tracks (σ̂R).

The ”MC truth” range distribution of protons at the same initial energy is approximately Gaussian.
However, the range distribution originating from the Bragg curve fitting is not Gaussian, and it is not triv-
ial to describe the variations analytically due to the nature of the sparse measurements from each sensor
layer: see Figure 4. However, a simple histogram calculation of the empirical mean value and standard
deviation yields accurate results for the residual range 〈R̂〉 and range uncertainty 〈σ̂R〉, respectively. The
ranges of all protons in a beam (or in a voxel bin when performing the image reconstruction) contribute
to a histogram with bin values zi and bin heights wi. The lower and upper limits for the range distribution
z1 and z2, respectively, are defined as the µ ∓ 4σ values of an initial Gaussian fit. Then, we have

〈R̂〉 =

∑z2
i=z1

wizi∑z2
i=z1

wi
, 〈σ̂R〉 =

√√√∑z2
i=z1

wi(zi − 〈R̂〉)2[∑z2
i=z1

wi

]
− 1

(3)

The above procedure is similar to the analysis of the proof-of-concept prototype [5], with the difference
being the method of initially fitting the Gaussian distributions to the histogram values. In the geometries
described here, a higher number of sensor layers are contained within a range distribution, and a higher
accuracy of 〈R̂〉 is expected.

5.2. Range Accuracy and Range Uncertainty

The range accuracy and range uncertainty resulting from a specific absorber design can be found by
comparing the mean ”MC truth” proton range R to the mean of the reconstructed proton range distribution
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Figure 5: The fraction of correctly reconstructed tracks, as a function of the particle density, in the different geometries. The
definitions of a correctly reconstructed track is given in Section 4.1, and an integration time of 10 µs is assumed.

〈R̂〉. The range accuracy, 〈〈R̂〉 − R〉, is found by comparing the systematic error of the mean value of the
range distribution throughout the full dynamic range of the detector (in terms of proton range). The
range uncertainty is found by comparing the widths of the two distributions, respectively, σR and 〈σ̂R〉.
Any additional width of the reconstructed range distribution is due to the degrading effects of the sparse
sampling and to the analysis routine.

Since the range uncertainty due to range straggling is known from theory [27] and from the MC sim-
ulations, the intrinsic range uncertainty from the analysis can be calculated by subtracting in quadrature
the expected range straggling from the measured range uncertainty.

It is not expected that the uncertainty and accuracy for a given geometry are the same at different
incident proton energies, as the values are dependent on the relative position between the proton range
position versus the sensor layer position: This effect was clearly seen in Pettersen et al. [5] where the ab-
sorbers consisted of 4.3 mm tungsten (having the same water equivalent thickness as 20.4 mm aluminum
at 150 MeV).

6. RESULTS

6.1. Efficiency of the Track Reconstruction

The efficiency of the track reconstruction, as defined in Section 4.1, is shown in Figure 5 for the
different designs under consideration. Is has been calculated by performing the track reconstruction 100
times with np concurrent protons, and finding the resulting percentage of correctly reconstructed tracks
(see Section 4.1 for definition of a correctly reconstructed track). Then, the number of concurrent protons
is varied from np = 1 to np = 1000 in order to evaluate the technique at different pencil beam intensities.

In the 4 mm design, a 90% efficiency is achieved with a pencil beam intensity of 118 protons per
readout frame (11.8 million protons per second with 10 µs integration time), and a 80% efficiency is

8
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Figure 6: The range determination accuracy shown as the deviation between the “MC truth” range, and the reconstructed range 〈R̂〉.
For visualization purposes, a calibration constant of ∼1 mm has been added to all ranges within a given geometry in the figure [13].

achieved with a similar intensity of 250 protons per readout frame (25 million protons per second): the
proton rate at a certain efficiency increase approximately linearly with the area of the pencil beam.

Of the results presented in this study, the track reconstruction efficiency is the one that is most depen-
dent on improvements of the algorithm. Further optimization of the track reconstruction algorithm will
ensure that the reconstruction can be performed at higher beam intensities at high efficiencies.

6.2. Accuracy of the Range Calculation
The range accuracy is the systematic bias on the calculated proton range, found from the reconstructed

ranges 〈R̂〉 and the nominal ranges R through the relation 〈〈R̂〉−R〉 for each of the incident proton energies.
In Figure 6 the range accuracy is shown for increasing incident energies in the different designs: The
systematic errors are kept within 0.5 mm WET throughout the detector, for the designs having a 5 mm
aluminum absorber or less. Note that a calibration constant in the order of 1 mm has been added to all
ranges within a given geometry in the figure.

The dynamic range of the range telescope, given by the region with uniform range uncertainty and
uniform range accuracy, is between 10 mm WET and 350 mm WET in the detector, or in terms of proton
energy, between 35 MeV and 240 MeV. See Table 2 for the correspondence between the energies and the
required number of layers.

6.2.1. Oscillating Error in the Range Accuracy
There is an oscillation artifact in the range accuracy. It is especially pronounced for the designs with

4 mm and thicker absorbers, and in the 2 mm and 3 mm designs it is negligibly small. The artifact is
characterized by a sinusoidal shaped perturbation of the range accuracy.

The origin of the artifact is that the range straggling distribution of a proton beam spans several
sensor layers (see Figure 4). The range accuracy depends on the number of sensor layers covered, and
on the position of the mean value of the range distribution relative to the position of the adjacent sensor

9
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Figure 7: Measurements of the Fourier amplitude of the depth-dependent oscillation of the systematic range uncertainty [13].

layers. The more sensor layers that are covered by the range straggling distribution (e.g. thinner energy
absorbers), the smaller the oscillation artifact. This was also seen in the proof-of-concept prototype
detector [5], where range distributions that spanned two sensor layers had a significantly higher range
accuracy compared to range distributions that only span a single sensor layer.

A quantitative measurement of the effect can be performed through a spectral analysis of the range
accuracy distributions of Figure 6. The heights of the peaks in the Fourier spectra are measured, and
these are compared to the amplitude measurements. While the Fourier spectra are more sensitive to small
oscillation amplitudes, the peak heights need to be normalized to the oscillation amplitude.

In general the amplitudes of the oscillation are below 0.5 mm WET if the absorber is thinner than
4.5 mm aluminum, and below 0.2 mm WET for the 3.5 mm aluminum absorber geometry: see Figure 7
for the relationship between the absorber thickness and the oscillation amplitude.

6.2.2. Uncertainty of the Range Calculation
The uncertainty of the range calculation is calculated as the standard deviation of the fitted range dis-

tribution, 〈σ̂R〉. It is highly dependent on its lower physical limit, which is the statistical range straggling
of the proton beam in the detector.

The mean measured range uncertainty 〈σ̂R〉 varies from 4.15 mm WET measured in the 2 mm alu-
minum absorber geometry, to 4.8 mm WET measured in the 6 mm aluminum absorber geometry. This
is the expected overall uncertainty of the system. However, we need to consider that only a fraction
of this number actually is due to the properties of the reconstruction process. The range straggling as
predicted during the MC simulations where interactions in all volumes has been stored (σR) varies from
3.9 mm WET in the 2 mm aluminum absorber geometry to 3.8 mm WET in the 6 mm aluminum absorber
geometry.2

Three curves are shown in Figure 8: the straggling as expected from a 250 MeV beam stopping in
pure water, the ”MC truth” straggling σR calculated from the simulations where the interactions from
the full geometry has been stored and the measured uncertainty 〈σ̂R〉. Due to the heterogeneity of the

2The increased fraction of aluminum relative to the copper contents in the PCB reduces the straggling in the thicker absorber
geometries.
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Figure 8: The measured range straggling 〈σ̂R〉, together with the actual straggling and the baseline straggling in water, for the 4 mm
aluminum absorber geometry [13].

Absorber thickness [mm] 2 2.5 3 3.5 4 4.5 5 5.5 6
Layers needed (230 MeV) 66.6 55.2 47.1 41.1 36.5 32.8 29.7 27.2 24.4
Layers needed (200 MeV) 52.8 43.8 37.4 32.6 29 26 23.6 21.6 20

Table 2: The number of layers needed to contain a proton beam of 200 MeV and 230 MeV, in the different geometries, when a
necessary extra margin corresponding to a distance of three times the range straggling is added [13].

detector, we expect the (water equivalent) range straggling in the detector to be above that of water and
this is observed.

The added intrinsic uncertainty of the reconstruction process and simulation of the detector can be
calculated as the subtraction between the two in quadrature:

σR,Intrinsic =

√
〈σ̂R〉

2 − σ2
R (4)

The values for the average intrinsic uncertainty are 1.4 mm WET in the 2 mm aluminum absorber geom-
etry; 2.15 mm WET in the 4 mm aluminum absorber geometry; and 2.9 mm WET in the 6 mm aluminum
absorber geometry. These values are shown in Figure 9 for the different designs.

6.3. Required Number of Sensor Layers

The number of layers required to contain the complete proton beam has been found for the different
designs studied here. Two monoenergetic proton beams are applied here: 200 MeV and 230 MeV. The
necessary dynamic range is defined as the range plus 3 times the range straggling (to accurately measure
the tails of the beam): this leads to the required number of layers, listed in Table 2.

6.4. Impact on the Tracking Resolution In Patient due to Scattering

One of the required measurements during the proton CT image acquisition is that of the direction of
the incoming proton, by using measurements from the first two sensor layers. Any material in the first
two sensor layers (i.e. the sensor chips, the flexible PCB and the carrier backing material) will scatter the
incoming protons. The angular dispersion is calculated using the Rossi-Greisen equation of Equation (1).

Carbon fiber (CF), such as the Mitsubishi DIALED K13D2U [22] under consideration for the ALICE
Inner Tracking System upgrade [10], has been proposed as a carrier backing material in the low-mass
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Figure 9: The range uncertainties of the proposed designs. Shown in the figure is the total uncertainty, the range straggling from the
MC truth as well as the added uncertainty which is the quadratic difference between the two. See Table 2 for the number of required
layers for the shown designs [13].

tracker layers due to its thermal properties. A design applying CF, the flexible PCB board and the ALPIDE
chips has been suggested: its material budget is 120 µm aluminum, 160 µm polyimide, 100 µm silicon,
300 µm CF and 30 µm epoxy glue. The resulting radiation length [19] is X0 = 14 cm.

We assume that the scattering in a single event taking place near the first sensor layer, and that the
first sensor layer is positioned L = 10 cm after the patient as in Bopp et al. [14]. The degraded resolution
due to scattering in the first two sensor layers is most precisely calculated by performing a full image
reconstruction study, however an approximation is found by projecting σMCS onto the phantom—given
as LσMCS by Poludniowski et al. [16]. This lateral deflection should be kept as low as possible and below
1 mm.

The resulting value of σMCS is 7.1 mrad. Hence, the lateral deflection on the object is given by
LσMCS = 0.7 mm. To keep this error within 1 mm, we need to apply a distance L of below 14 cm, a task
that seems feasible when compared to other systems [6, 28].

7. DISCUSSION

The optimal design of the pixel-based range telescope must fulfill the following ambitions: High accu-
racy of the range determination; low uncertainty (standard deviation) of the range determination, limited
by the inherent proton range straggling; high track reconstruction efficiency, i.e. the ability to disentangle
and reconstruct all the protons in a single readout frame; and other constraints such as economy (number
of layers), cooling and mechanical stability.

Based on these requirements and constraints, as well as on the results in Pettersen et al. [5], we find
that the longitudinal size of the detector should be designed with aluminum energy absorption layers
between the sensor layers, this layer should be 3.5 mm thick, corresponding to approx. 7.5 mm WET.
With this thickness, around 41 layers are needed in order to fully contain the range of a 230 MeV proton
beam within the detector, including a 3σ range straggling longitudinal extension. Using this geometry, the
intrinsic range uncertainty is 2 mm WET, compared to the range straggling of 3.8 mm WET that is added
to this number in quadrature. A systematic oscillating error is introduced to the range determination
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accuracy due to the layer structure of the detector. By applying 3.5 mm thin aluminum absorbers, the
oscillation is kept below 0.2 mm WET. Since this is a systematic uncertainty, it is not possible to reduce
it by increasing the number of protons per projection.

The track reconstruction efficiency increases rapidly with decreasing absorber thickness, and from this
perspective, the absorber thickness should be kept below 4 mm and as low as possible. At 200 protons
in the pencil beam per readout, when using the 2 mm (4 mm) 6 mm aluminum absorber geometry the
fraction of correctly reconstructed tracks is 93% (84%) 66%—a significant difference.

The first low-mass tracker layers enabling the calculation of the incoming proton trajectory have been
proposed stabilized with a thin layer of carbon fiber. The total mass of the layers is 0.5% X0, ensuring
that the scattering angle of a proton in the energy range of interest is ∼7 mrad. Poludniowski et al. [16]
propose a limit of 1 mm on the uncertainty of this scattering angle projected onto the imaged object: this
corresponds here keeping the distance between the imaged object and the tracker layers to L < 14 cm.
This distance is also expected to have an effect on the performance of the track reconstruction—the more
spread out the pencil beam is (increased distance), the easier it is to correctly reconstruct the tracks (less
particle density).

In this study, several simplifications regarding the detector design has been made. The detector layers
have been modeled using slabs of homogeneous materials. Structures in the sensor chips and electronics
might introduce systematic errors in the range calculations. In addition, the final material budget of
the sensor chips and electronics for a layer might deviate from the design assumed in this study (see
Figure 1). However, the goal of this study has been to find the accuracy of the range calculations and
evaluate the track reconstruction algorithms, in designs applying energy degrading absorbers of 2–6 mm
aluminum—the added material budget is of a significantly higher amount than the eventual uncertainties
in the implementation of the sensor chips and electronics.

8. CONCLUSION

In this study we have investigated the performance of different conceptual designs of a pixel-based
range telescope using MC simulations together with the analysis framework developed for a proof-of-
concept prototype investigated earlier [5].

The analysis was performed by combining tracking of individual protons and Bragg curve modeling
of each protons energy loss. The detector is expected to have the capability of tracking 10–30 million
protons per second, assuming realistic electronics- and design proposals. The range uncertainties are
close to the range straggling limit, and any systematic errors in the range determination are kept below
0.3 mm WET throughout the detector. By considering the presented results, the optimal material choice
for the energy-absorbing layers is 3.5 mm aluminum.

The proposed low-mass tracker layers are expected to introduce a positional uncertainty on the pro-
ton’s position at the object exit in the order of 0.7 mm, below the limit of 1 mm from Poludniowski et al.
[16].

The range accuracy improvement achieved by using absorbers of thicknesses 3 mm or less is negligi-
ble due to the inherent range straggling limit. Thicker absorbers, however, yield a systematic oscillating
error in accuracy of the range determination, and at thicknesses of 5 mm and higher this effect will sig-
nificantly degrade the accuracy.

In terms of the reconstruction efficiency, a thinner absorber improves the efficiency by a large amount.
Hence, the thickness should not be significantly above 3 mm. When considering the overall system com-
plexity, a 4 mm absorber requires fewer sensor layers (37 layers) compared to the 3 mm (corresponding
to 47 layers) design, and thus the 4 mm, or an 3.5 mm design with 41 layers, could represent an optimal
trade-off between efficiency/accuracy and construction constraints.
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